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The Story So Far



Raw Data

● COVID-19 stats: The New York Times

Date       County       State           FIPS       Total Cases  Total Deaths



Data Processing

● Clean up names

● Add regions - Northeast, Midwest, South, West

● Calculate new cases per day for each county



COVID-19 Correlations Network

● Nodes: Counties

● Edges:

○ Calculate correlation coefficient of new cases from Feb 2020 to Oct 2021 between 

every pair of counties

○ Connect counties where coefficient is above a threshold value (0.75)

● Edge weight: correlation coefficient

● Final graph: 929 nodes, 5566 edges



COVID-19 Correlations Network

● But what do the edges actually mean?



COVID-19 Correlations Network

● But what do the edges actually mean?

● We know edges represent high positive correlations between counties 

based on new cases over 1.5 years

● This means only counties with similar infection patterns (increase and 

decrease) will be connected



COVID-19 Correlations Network

● But what do the edges actually mean?

● We know edges represent high positive correlations between counties 

based on new cases over 1.5 years

● This means only counties with similar infection patterns (increase and 

decrease) will be connected

● Our hypothesis: This network has an underlying community structure of

counties with similar infection patterns that we can detect

● We analyse the graph to determine what the communities mean



COVID-19 Correlations Network



COVID-19 Correlations Network

𝜸: 4.05

Avg. degree: 11.98

Avg. weighted degree: 9.52

Density: 0.013

Avg. clustering coefficient: 0.612

Triangles: 29,131

Avg. path length: 3.54

Components: 60



COVID-19 Correlations Network - Coloured by Region



Null Model

● Expected degree graph without self-loops, edge weights are shuffled



Community Detection

● Greedy Modularity Maximisation

Greedy modularity maximisation begins with each node in its own community 

and joins the pair of communities that most increases modularity until no such 

pair exists.

● k-Cliques (k = 5)

A k-clique community is the union of all cliques of size k (complete subgraphs 

of size k) that can be reached through adjacent (sharing k-1 nodes) k-cliques.



Community Detection - Greedy Modularity Maximisation

● Communities detected:
○ Correlation network: 25

○ Null Model: 11

Network Mean Size Median Size Std. Dev. Max Size Min

Correlation 

Network

31.72 10 57.94 290 5

Null Model 81 43 76.06 201 5



Community Detection - Greedy Modularity Maximisation
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Community Detection - Greedy Modularity Maximisation



Correlation network 

community

Null model community



Community Detection - Greedy Modularity Maximisation



Correlation network 

community

Null model community



Community Detection - 5-cliques

● Communities detected:
○ Correlation network: 11

○ Null Model: 10

Network Mean Size Median Size Std. Dev. Max Size Min

Correlation 

Network

38.54 10 67.87 246 5

Null Model 21.1 5 47.97 165 5



Community Detection - 5-cliques



Community Detection - 5-cliques



Community Detection - 5-cliques

Null Model: no 5-clique 

community for New York 

City 



Community Detection - 5-cliques

Correlation Network: no 5-clique 

community for Cook County, IL 



Conclusion

● Communities in the correlation network correspond to geographical regions

● Communities in the null model have no such relationship

● Communities in the correlation network have geographical proximity at a 

county level

● Communities in the null model do not

● There are fewer communities detected by both algorithms in the null model 

(GMM: 25 v 11, KC: 11 v 10)



Appendix - Correlation Network



Appendix - Null Model

𝜸: 4.05

Avg. degree: 12.03 (11.98)

Avg. weighted degree: 9.1 (9.52)

Density: 0.013

Avg. clustering coefficient: 0.115 (0.612)

Triangles: 7,911 (29,131)

Avg. path length: 3.17 (3.54)

Components: 3 (60)

[Correlation network stats from slide 10 in 

braces]



Thank You


